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Abstract 

This best practices guide is intended for storage and application administrators so that they 

can successfully deploy Microsoft Exchange Server 2013 and 2016 on NetApp® storage 

using NetApp SnapCenter® technology for data protection. 
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1 Executive Summary 

Microsoft Exchange Server is a widely used messaging platform for email communication, group 

scheduling, and calendaring for collaboration purposes. Failure at any level of storage, server, or 

networking could result in unacceptable operational and financial losses. Therefore, data protection, 

disaster recovery, and high availability should be carefully planned to enable quick recovery with little or 

no data loss. This guide delivers best practice guidance for using NetApp SnapCenter technology. 

SnapCenter tightly integrates with Microsoft Exchange Server to enable application-consistent, online, 

Volume Shadow Copy Service (VSS)ïbased backups and point-in-time (PIT) or up-to-the-minute (UTM) 

restores of Exchange databases. 

1.1 Purpose and Scope 

The best practices and recommendations described in this guide enable database architects and storage 

administrators to plan a highly available and easy-to-manage Microsoft Exchange Server environment 

and meet stringent service-level agreements (SLAs). 

1.2 Audience 

This document describes best practices and offers insight into design considerations for deploying 

Microsoft Exchange Server on NetApp storage systems running NetApp ONTAP® software. The goals of 

this guide are the effective and efficient deployment of storage and end-to-end data protection and 

retention planning. The scope of this guide is limited to technical design guidelines based on the design 

principles and standards recommended by NetApp for storage infrastructure when deploying Microsoft 

Exchange Server. End-to-end implementation is out of the scope of this report. This guide assumes that 

you understand Exchange storage architecture and administration and the data protection concepts of 

backup and restore. This guide also assumes that you have a working knowledge of the following topics: 

¶ The NetApp ONTAP operating system 

¶ NetApp SnapDrive® for Windows 

¶ NetApp SnapManager® for Microsoft Exchange Server 

¶ NetApp SnapCenter  

To determine configuration compatibility across the NetApp stack, see the NetApp Interoperability Matrix 

Tool (IMT). 

1.3 Prerequisites 

The best practices for NetApp SnapCenter data protection presented in this document focus exclusively 

on Microsoft Exchange Server 2013 and 2016 on Windows Server 2008 R2 SP1 and later, with Exchange 

data stored on the latest NetApp storage operating system, ONTAP 9.x. 

2 SnapCenter: The NetApp Data Protection Solution for Microsoft 

Exchange Server 

NetApp SnapCenter is a scalable storage platform that provides centralized control and oversight, while 

allowing users to manage application-specific backup and restore operations. SnapCenter also provides 

operational simplicity and lowers the total cost of ownership using policy-based management that enables 

backup automation at scale. 

http://support.netapp.com/NOW/products/interoperability/
http://support.netapp.com/NOW/products/interoperability/
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Figure 1) SnapCenter architecture. 

 

With SnapCenter, businesses can meet their data-protection SLAs by leveraging ONTAP data 

management capabilities, including the following technologies: 

¶ NetApp SnapshotÊ technology. Creates frequent application-consistent, space-efficient backups in 
minutes without affecting Microsoft Exchange. SnapCenter tightly integrates with the Microsoft 
Windows VSS framework for the creation of application-consistent Snapshot copies of Exchange 
databases, with no downtime for the production database. 

¶ NetApp SnapRestore® technology. Enables rapid granular restores and application-consistent, PIT 
recovery. Therefore, it is not necessary to keep a lagged copy of the database availability group 
(DAG) database, saving additional storage. 

2.1 SnapCenter Components 

SnapCenter consists of the SnapCenter server and the SnapCenter Plug-Ins Package for Windows as 

follows: 
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Figure 2) SnapCenter components. 

  

SnapCenter Server 

The SnapCenter server includes a web server, a centralized HTML5-based user interface, PowerShell 

cmdlets, APIs, and the SnapCenter repository. SnapCenter enables load balancing, high availability, and 

horizontal scaling across multiple SnapCenter servers in a single user interface. You can accomplish high 

availability by using network load balancing and application request routing with SnapCenter. For larger 

environments with thousands of hosts, adding multiple SnapCenter servers can help with load balancing. 

The SnapCenter platform is based on a multitiered architecture that includes a centralized management 

server (the SnapCenter server) and a SnapCenter host agent (SMCore) that runs on the SnapCenter 

server. HTTPS and the SnapCenter Plug-Ins Package for Windows are installed on the Exchange hosts 

to permit communication between the SnapCenter server and the Exchange hosts. 

SnapCenter enables centralized application resource management and easy data protection job 

execution through policy management, including scheduling and retention settings. SnapCenter provides 

unified reporting with the use of a dashboard, multiple reporting options, job monitoring, and log and 

event viewers. Information about SnapCenter operations is stored in the SnapCenter repository. 

SnapCenter provides the following key capabilities: 

¶ A scalable platform across various Exchange environments, both virtual and nonvirtual 

¶ Role-based access control (RBAC)ïsupported security and centralized role delegation to improve 
productivity 
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¶ Application-consistent Snapshot copy management and restore 

¶ Centralized scheduling and policy management for backup and restore operations 

¶ Centralized reporting, monitoring, and dashboard views 

You should keep the following prerequisites in mind regarding the SnapCenter server: 

¶ Although the SnapCenter server can function with a minimum of 8GB of RAM, NetApp recommends 
using 32GB of RAM. 

¶ Make sure that the Windows OS on the host system on which SnapCenter server is installed is up to 
date with no pending system restarts. 

¶ The SnapCenter server host should be part of a domain and not a domain controller. 

¶ Make sure that the SnapCenter server is installed on a server that is part of a Windows domain. Also, 
a two-way trust relationship must exist between the SnapCenter server domain and the domain that 
hosts the protected Exchange Servers. The supported trusts are domain trusts, multidomain forests, 
and cross-domain trusts. 

Note: SnapCenter currently does not support data protection for IPless DAGs in cross-domains. 

¶ Log in to the SnapCenter GUI with user credentials in the format of domain\user. 

¶ Each storage virtual machine (SVM, previously called Vserver) supported by SnapCenter must have 
a unique name because SnapCenter does not support multiple SVMs with the same name on 
different clusters. 

¶ Verify that a SnapManager Suite license or a SnapCenter Standard license is installed on the ONTAP 
storage system. 

¶ Do not change the domain in which the SnapCenter server is installed. Otherwise, the uninstall 
operation for SnapCenter server fails. 

¶ Do not rename the Exchange hosts protected by SnapCenter. 

¶ Before you can perform data protection operations using SnapCenter, you must set up the following 
configurations: 

- Add a connection to the SVM in Storage Systems > Settings. This connection gives the 
SnapCenter server and the SnapCenter plug-ins access to ONTAP storage. This step also 
requires the configuration of the NetApp AutoSupport® and Event Management System (EMS) 
features. 

Note: Make sure that host plug-in installation is not in progress when adding a storage system 
connection because the host cache might not be updated, and databases might produce one 
of these warnings in SnapCenter: ñNot Available for Back Upò or ñNot on NetApp Storage.ò 

- To install the SnapCenter Plug-Ins Package for Windows, use run as credentials with the Active 
Directory account that is a domain administrator. You can also use a domain user that has local 
administrative privilege on the remote Exchange hosts. In the case of an Exchange DAG, this 
domain user must have administrative privileges on all the nodes in the cluster. Run as 
credentials allow you to perform tasks such as adding hosts, installing plug-in packages, and 
scheduling data protection jobs. For virtualized environments, the run as credentials should be a 
domain administrator or a domain user with local administrator privileges on the VMware vSphere 
server as well. 
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Best Practices 

¶ To simplify the installation process, use the SnapCenter installation worksheet to document 
necessary details. 

¶ Add the SnapCenter URL to the trusted sites in Internet Explorer (IE) or disable IE enhanced 
security. 

¶ For security reasons, NetApp recommends that you not allow your browser to save your 
SnapCenter password. 

¶ Make sure that you have DNS configured to correctly resolve the SVM name to the SVM 
management LIF IP address. 

¶ Make sure that you log out of SnapCenter either by clicking Sign Out or by shutting down the web 
browser to end your connection with SnapCenter. 

SnapCenter Plug-Ins Package for Windows 

The SnapCenter Plug-Ins Package for Windows is installed on the remote standalone Exchange host or 

all the nodes in the DAG using the SnapCenter Add Host wizard. You must be assigned to a role that has 

plug-in install and uninstall permissions, such as the SnapCenter administrator. 

Figure 3) SnapCenter Plug-Ins Package for Windows. 

 

SnapCenter Plug-In for Microsoft Exchange Server 

The SnapCenter Plug-in for Microsoft Exchange Server (SCE) is a host-side component of the NetApp 

storage solution that offers application-aware online backup management for Microsoft Exchange Server 

databases. With the plug-in installed on your Exchange Server host, SnapCenter automates Microsoft 

Exchange Server database backup and restore operations. Note the following key features of the 

SnapCenter Plug-In for Microsoft Exchange Server:  

¶ Application-consistent backup of Exchange databases and transaction logs hosted on NetApp LUNs 

¶ Full and log backup of Exchange resources 

¶ UTM and PIT restore of Exchange databases that use transaction logs 

¶ Backup retention 

¶ Granular recovery of individual mailbox and public folder items using Single Mailbox Recovery 
(SMBR) 
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SnapCenter Plug-In for Microsoft Windows 

The SnapCenter Plug-In for Windows (SCW) is a host-side component that integrates with NetApp 

Snapshot technology and manages disks in both physical and virtual environments, making LUNs 

available as local disks on Exchange hosts. SCW provisions 64K storage disks, enables Snapshot copy 

consistency and space reclamation, initiates iSCSI sessions, manages igroups, and performs backup and 

restore operations on Exchange hosts. Note the following key features of the SnapCenter Plug-In for 

Windows:  

¶ Creates space-efficient backups of Exchange environments 

¶ Runs multiple backups at the same time across multiple servers 

¶ Provides PowerShell cmdlets for scripting of backup and restore operations 

¶ Enables enhanced online storage configuration, LUN resizing, and streamlined management 

SnapCenter Plug-In for VMware vSphere (SCV) 

SnapCenter interacts with the SnapCenter Plug-In for VMware vSphere (SCV) to provide support for 

backup and restore of Exchange databases on raw device mappings (RDMs). To use the SnapCenter 

Plug-In for VMware vSphere, you must register the VMware vSphere server with the SnapCenter Add 

Hosts wizard, as shown in Figure 4. 

Figure 4) Register VMware vSphere in SnapCenter. 
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Best Practices 

¶ To enable data protection for Microsoft Exchange, make sure that SnapManager Suite or a 
SnapCenter Standard controller-based license is available on the ONTAP storage system through 
a Premium, Complete, or Flash bundle. 

¶ Make sure that the SnapCenter Plug-In Package for Windows is installed on the Exchange Server 
with a minimum of 1GB RAM; 8GB is recommended. Also see the Exchange 2016 system 
requirements. 

¶ Verify that the SnapCenter Plug-Ins Package for Windows is installed on a standalone Exchange 
Server or members of the DAG to be able to successfully protect the Exchange databases. 

¶ The SnapCenter Plug-Ins Package for Windows and the SnapCenter Plug-In for Microsoft 
Exchange Server must be the same version because SCE uses the VSS hardware provider 
available in SCW. 

¶ Provisioning and resizing of RDM LUNs connected by an FC or iSCSI HBA are only supported 
using PowerShell cmdlets. 

2.2 Role-Based Access Control in SnapCenter 

SnapCenter uses role-based access control (RBAC) to delegate functionality to application and database 

owners while retaining oversight and control by a central storage infrastructure administrator. This level of 

control and security frees storage administrators from performing tedious tasks that application and 

database owners can do for themselves. At the same time, it protects the overall infrastructure from 

bullying applications and from accidental infrastructure abuse by users. SnapCenter provides application-

specific or database-specific workflows tailored to meet the needs of application, database, and 

virtualization infrastructure administrators. 

What you see depends on your settings in SnapCenter RBAC. This fact means that you can assign your 

Exchange database administrators (DBAs) to see only hosts, storage systems, and policies related to 

Exchange, while your SQL DBAs can see only assets and information related to SQL Server. Configuring 

RBAC for users is a two-step process in the settings. This approach enables users to perform the actions 

for which they have permissions on the assets that are assigned to them. You can create and modify 

roles and add resource access to users at any time: 

¶ Roles. SnapCenter has predefined roles with specific permissions assigned to the role to which you 
can add users or groups. You also can create new roles. 

¶ User access. Assign the user access to SnapCenter assets, such as hosts and storage connections. 

Best Practices 

¶ RBAC users should have plug-in install and uninstall permission, so that they can deploy the plug-
in successfully on Exchange hosts. 

¶ Make sure that the user is assigned to a role that has plug-in install and uninstall permissions, 
such as the SnapCenter admin. 

¶ When logged in as an RBAC user, click Refresh Resources in the Resources window so that 
Exchange resources display correctly. 

2.3 SnapCenter Plug-In for Microsoft Exchange Server Architecture 

SnapCenter coordinates interactions between the SnapCenter server, Exchange hosts, and ONTAP 

systems to create and manage application-consistent Snapshot copies of Exchange databases. 

SnapCenter uses the VSS feature of Microsoft Windows Server for PIT or UTM restore. 

https://technet.microsoft.com/en-us/library/aa996719(v=exchg.160).aspx
https://technet.microsoft.com/en-us/library/aa996719(v=exchg.160).aspx
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Figure 5) SnapCenter data protection of a Microsoft Exchange DAG. 

 

2.4 SnapCenter Plug-In for Microsoft Exchange Server Installation and Upgrade 
Considerations 

An upgrade or migration from earlier versions of NetApp SnapManager for Exchange (SME) to 

SnapCenter is not available. Although they can coexist in a side-by-side installation, you cannot use 

SnapCenter to restore databases from Snapshot copies created by SME. 

Before upgrading to SnapCenter, you should complete the following steps: 

¶ Back up the operating system installation on Exchange Server. This step includes backing up all of 
the server system-state information, which consists of the registry, the boot files, and the COM+ class 
registry. 

¶ Back up the data on local drives on Exchange Server. 

¶ Back up the boot and system drives. 

¶ Use your backup utility to create and maintain a current emergency repair disk. 

Note: In VMware environments, you must update your hypervisor settings so that SnapCenter no longer 
displays a Configure Hypervisor message for overall status on the Add Hosts page. This 
message occurs when your Exchange Server environment is using an iSCSI initiator. 
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Figure 6) SnapCenter hypervisor settings. 

 

Best Practices 

¶ Before you install the SnapCenter Plug-Ins Package for Windows, make sure that Exchange host 
system prerequisites are met and the Exchange host is restarted so that the validate in preinstall 
function checks the prerequisites correctly. 

¶ If you are using a DAG, select Add All Hosts in the Cluster or DAG. 

¶ Refer to the NetApp Interoperability Matrix Tool (IMT) for version compatibility between 
SnapCenter server and any plug-ins. 

¶ When SCE coexists with SME, SnapDrive for Windows and SCW both contain VSS hardware 
providers that cannot be used simultaneously because they both claim disks on the Exchange 
Server. This conflict can cause issues in data protection. Verify that the Data ONTAP® VSS 
Hardware Provider for SnapCenter (Version 7.0.0.5561) is registered. 

¶ For Exchange databases in a VMware environment, verify that the SnapCenter Plug-In for VMware 
vSphere is also upgraded. After a successful upgrade, you should clear the browser cache before 
running any plug-in for VMware vSphere operations because some operations might hang. 

2.5 SnapCenter Plug-In Uninstall Considerations 

If you decide that you no longer need a particular SnapCenter plug-in, you can uninstall it using the 

SnapCenter interface. Uninstalling the SnapCenter Plug-Ins Package for Windows from the Exchange 

host automatically removes the resources or resource groups, policies, and backups associated with the 

resource groups. Uninstalling also unregisters with vCenter when using the SnapCenter Plug-In for 

VMware vSphere. If you choose to uninstall the plug-ins individually, uninstalling the SCE plug-in 

automatically uninstalls the SCW plug-in as well. 

Note: Do not uninstall the SnapCenter Plug-Ins Package for Windows from the SnapCenter server 
because doing so damages the SnapCenter server installation, unless you are certain that you no 
longer require the SnapCenter server. 

Note: Wait for five minutes before you reinstall the plug-in on a host so that the SnapCenter GUI 
refreshes the status of the managed host. 

Best Practice 

¶ NetApp recommends uninstalling SnapCenter plug-ins from the SnapCenter GUI. Otherwise the 
data associated with the Exchange host is not deleted. 

https://mysupport.netapp.com/matrix/#welcome
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3 Storage Layout Planning 

Planning and designing the storage layout are the most critical steps for Exchange environments. These 

steps have a direct impact on the availability of Microsoft Exchange and reduce the administrative 

overhead associated with managing the volumes hosting Exchange data. 

3.1 Aggregate 

Creating separate aggregates for Exchange database and transaction log volumes can meet the 

performance requirements while providing the data availability required by most typical SLAs. 

Consider the following issues: 

¶ Place Microsoft Exchange Server workloads on an individual aggregate to allow isolation from other 
I/O-intensive applications and workloads. 

¶ For optimal storage performance, NetApp recommends thin provisioning and having at least 10% free 
space available in an aggregate hosting Exchange data. 

¶ NetApp strongly recommends setting the autodelete trigger to volume. 

¶ Place flexible volumes for active and passive copies of each database in a DAG onto separate 
aggregates. If a single aggregate is lost, only the database copy on that aggregate is affected. 

3.2 Volumes 

The number of volumes you provision depends on your backup strategy. If your recovery time objective 

(RTO) is very small, it is best to place each database on its own database and transaction log volumes. In 

high-availability architectures, there are two possibilities for volume layout: 

¶ A single database per volume (database and corresponding log files are placed on the same volume) 

¶ Multiple databases per volume 

Note: SnapCenter does not support active and passive replicas on the same volume. 
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Best Practices 

¶ Isolate Windows Server files and Exchange application files onto separate volumes to improve 
performance. 

¶ NetApp recommends separating database (random I/O) and transaction logs (sequential I/O) into 
separate volumes or physical disks. Doing so maximizes hard disk I/O performance and increases 
fault tolerance. If the disk that contains the database files is damaged, you can use the latest 
backup and all the transaction log files because the backup can be used to recover all of the 
Exchange data. 

¶ Move write-intensive non-Exchange workloads onto volumes separate from those containing 
Exchange databases. 

¶ Design identical storage in terms of capacity and performance for active and passive copies of the 
mailboxes. 

¶ Isolate each DAG replica onto separate volumes on separate disks to avoid a single point of 
failure. 

¶ NetApp recommends enabling read reallocation (read_realloc ) on FlexVol® volumes hosting 

Exchange databases. Doing so improves read performance for Exchange workloads with a mixture 
of large sequential reads and random writes. 

¶ Do not create mount points for LUNs that hold an Exchange database or create any files or folders 
in the root folder where the mount points are created. The restore operation removes any mount 
points that were created after the backup, disrupting access to the data on the mounted volumes 
referenced by these volume mount points. 

¶ Do not place databases or transaction logs on a mount point root volume. 

3.3 LUNs 

Optimizing disk I/O is one of the largest performance-enhancing considerations for Microsoft Exchange. 

Database LUNs can be optimized for random reads and writes, and transaction log LUNs can be 

optimized for sequential writes because logs are always written to and read from sequentially. Also, the 

number of LUNs you provision depends on your SLA requirements and recoverability defined by the 

recovery point objective (RPO) and the RTO. 

One LUN per Database 

Both the database (.edb ) and its corresponding log files (.log ) are placed on the same LUN. Although 

this configuration simplifies storage administration because there are fewer LUNs to manage, this 

configuration creates a single point of failure. Therefore, the mailbox database must be configured as a 

part of a DAG with two or more copies to make sure that you can recover your database in case of a 

failure. 

Two LUNs per Database 

The mailbox database (.edb ) and transaction log (.log ) are placed on separate LUNs (each on a 

separate volume) to provide the best RPO and RTO. Although this approach increases the total number 

of LUNs required, volume mount points can be used because a finite number of drive letters are 

available. NetApp recommends limiting the number of log streams per LUN to between 5 and 10. 
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Best Practices 

¶ Provision the active and passive LUNs so that they are identical in path, capacity, and 
performance. 

¶ In a DAG, each database path must be the same on every DAG node that has a copy of that 
database. Therefore, use volume mount points when creating LUNs. 

¶ Use larger databases. Microsoft supports databases up to 16TB in size, with a best practice size of 
2TB. 

3.4 Capacity Planning 

A properly sized Exchange environment meets both Microsoft requirements for Exchange storage and 

any customer requirements indicated in their SLAs. For an environment to be properly sized, information 

from the customer environment is collected, and tools are used to convert that information into a physical 

storage recommendation. 

Two primary tools should be used when planning an Exchange environment for a customer: 

¶ The Microsoft Exchange Server role requirements calculator 

¶ The NetApp Exchange sizing tool 

When sizing Exchange Server deployments that use NetApp storage, it is important to use the NetApp 

Exchange sizing tool with data from the Microsoft Exchange Server role requirements calculator. 

Best Practice 

¶ Consult a local NetApp Exchange expert or your NetApp partner to assist in accurately sizing 
Exchange Server. Use the NetApp sizing tool for Exchange to size all Exchange Server 
deployments that use NetApp storage. 

3.5 Data Protection 

SnapCenter enables data protection for your Exchange environments, and you must invest significant 

time for planning so that you understand how data is protected based on your organization's needs.  

Backup 

It is important to understand business drivers such as the SLA, RTO, and RPO before you determine your 

backup strategy. The RTO indicates how long you can afford to go without access to Exchange in the 

event of an outage, while the RPO is a measure of how much data you think you can afford to lose. 

Planning the backup strategy for Exchange databases can minimize the chances of losing data if a 

restore operation is necessary while still controlling the resources needed to create and maintain the 

backups.  

The following points provide guidance to define your backup strategy: 

¶ Know the number of Exchange Servers, DAGs, databases, and network links; the size of the 
database; and so on. 

¶ Understand SLAs, RPOs, and RTOs. 

¶ Decide the type of backup you require. 

¶ Determine when you should back up your databases. 

¶ Decide how many backup jobs you require. 

¶ Decide how to name your backups. 

¶ Determine how long you want to retain backup copies on the source storage system. 
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¶ Determine how long you want to retain transaction log backups on the source storage system. 

SnapCenter introduces portable backup of Microsoft Exchange resources to replace the SME gapless 

backup feature. For this feature, the backup of a mailbox database can be offloaded to one or more 

replica copies instead of backing up all replicas (active and passive). This portable backup of the replica 

copy can be used to perform PIT or UTM restore of the active copy on any failed DAG node in the same 

organization. This mechanism helps conserve storage space and reduces the backup Snapshot 

management overhead. SnapCenter backups provide a recovery mechanism in the rare event of 

systemwide, catastrophic logical corruption or administrative error, thereby removing the need to keep a 

lagged copy in the DAG. 

Note: A backup of a DAG database from a physical server through iSCSI cannot be used to restore to a 
VMware virtual machine with RDM disks or vice versa. 

Note: SnapCenter data protection of Exchange databases using the Resilient File System (ReFS) is not 
supported. If you have a business need or use case for ReFS, email ng-snapcenter-
feedback@netapp.com. 

Note: SnapCenter data protection of Exchange databases on Bitlocker encryption-enabled drives is 
currently not supported. 

You can choose to back up active copies or back up copies on servers that can be selected during 

backup job creation in the DAG settings in a new Exchange Server backup policy. 

 

If you select Back Up Copies on Servers to be Selected During Backup Job Creation Time, you can 

select the server on which the backup should run, as shown in the following screenshot. 

file:///C:/Users/gcheryl/AppData/Local/Microsoft/Windows/INetCache/Content.Outlook/C78I39G5/ng-snapcenter-feedback@netapp.com
file:///C:/Users/gcheryl/AppData/Local/Microsoft/Windows/INetCache/Content.Outlook/C78I39G5/ng-snapcenter-feedback@netapp.com
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In previous versions of SnapManager for Exchange, the latest Snapshot copy ended with _recent , 

which made it easy to write scripts to locate the latest Snapshot copies and move them to tape if 

necessary. To get the latest backup in SnapCenter, use the Get-SmBackup cmdlet, as shown in the 

following screenshot. 
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